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We consider a harmonic crystal with a single isotopic impurity whose coupling to its neighbors includes 
a cubic anharmonic term. The impurity is chosen to be light enough that a localized mode exists. The 
Hamiltonian for this system is truncated, in a physically reasonable way, so as to yield an exactly solvable 
Schrodinger equation. The solutions give a new insight into the nature of the localized mode, which in this 
approximation is exactly analogous to an unstable particle in the Lee model of field theory. The wave 
functions are exhibited and the lifetime is calculated for a light impurity in a simple cubic lattice at T = 0. 

I. INTRODUCTION 

AN isolated impurity in a harmonic crystal gives 
rise to certain changes in the vibration spectrum1-5 

of the system. In particular, if the impurity is lighter 
than the host-crystal atoms and the impurity-mass to 
host-mass ratio is less than a certain critical number 
dependent on the atomic arrangement, then a so-called 
localized mode appears above the quasicontinuum of 
phonons. The characteristics of this mode are that when 
it is excited only the atoms near the impurity participate 
in the motion (the attenuation length decreases as the 
frequency increases); and that its frequency is higher 
than the maximum phonon frequency. The latter may 
be looked upon as the reason why the mode is localized; 
its frequency is too high to propagate in the lattice. The 
localized mode is a single normal mode of the system, 
with a sharp frequency. 

It is the purpose of this note to investigate what 
happens to the localized mode when the interatomic 
force is allowed to contain certain anharmonic terms.6 

The "single-partide" description of independent oscil­
lators (harmonic forces only) then goes over into the 
analog of an interacting many-body system, and the 
physics and mathematics encountered is similar to that 
which occurs in a wide variety of problems. The local­
ized mode state of the harmonic approximation becomes 
mixed with the multiphonon states whose energies lie 
nearby. The strength of the anharmonic interaction 
determines the width of the energy interval in which 
the mixing occurs; the energy width in turn governs the 
coherence of the localized mode (now only an approxi­
mate eigenstate) and therefore its lifetime. 

* Work done under the auspices of the U. S. Atomic Energy 
Commission. 

t This work was reported at the Moscow Conference on Solid 
State Theory, December 2-12, 1963. 
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Lowest order perturbation theory involves the calcu­
lation of the diagram shown in Fig. 1, with time in­
creasing from left to right. The single localized mode 
which is present in the initial state (dashed line) decays 
into two phonons in the final state (wavy lines) through 
a cubic anharmonic interaction. The matrix element of 
the interaction operator 

k = y%2 BklmdmCl^ah (i) 

between a localized mode state (k) and a state in which 
two phonons (I and m) are present is all that is involved 
in the perturbation calculation. Such a calculation has 
been performed by Klemens,6 who used the phonon 
operators of the perfect crystal, and the localized mode 
operator7 of Montroll and Potts.2 

The interaction Eq. (1) is one of the terms which 
arise from the expansion of a cubic anharmonic term 
in the lattice potential energy 

H'^ZCijixi-XjY (2) 

in terms of the phonon and localized mode creation and 
annihilation operators. The cubic anharmonic term 
has no lower bound for large relative displacements; 
hence one would not expect any solutions of a problem 
in which it is the only perturbation. For our anharmonic 
interaction, however, we choose only a part of Eq. (2), 

FIG. 1. Feynman 
diagram for decay of 
localized mode into 
two phonons. 

7 The localized mode displacements assumed by Klemens were 
those given by Montroll and Potts as asymptotic forms, except 
that he inadvertently omitted the alternation of sign with each 
successive lattice distance from the impurity. This omission tends 
to make Klemens' result for the width too large, as does the fact 
that he used phonon operators for the perfect harmonic^ crystal 
rather than those for the harmonic crystal with a single isolated 
impurity. 
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such that the resulting systems may easily be solved 
exactly. Our method exhibits the solutions for the wave 
function explicitly, hence has an esthetic advantage 
over a perturbation calculation, although the quantita­
tive results should be taken only to lowest order in the 
anharmonicity parameters. 

We shall keep only Eq. (1) and its Hermitian conju­
gate and consider their sum to be the anharmonic 
interaction and drop the rest of the terms in Eq. (2). 
The principal justification for this is that it allows an 
exact solution to be easily obtained, but it is possible to 
argue as follows that at least some of the dropped terms 
are unimportant. The anharmonic interaction is large 
only when the displacements are large, and the displace­
ment of any atom in the crystal due to the excitation of 
a single phonon is proportional to N~112, where N is the 
total number of atoms. On the other hand, the localized 
mode displacements do not vanish as one lets iV—»oo, 
but approach a finite limit which decreases more or 
less exponentially with distance from the impurity 
atom. It might therefore be reasonable to expect that 
the most important terms in the expansion of Eq. (2) 
are those which involve the creation or annihilation of 
one or more localized modes. Most of the terms in the 
expansion of Eq. (2) do not satisfy this criterion. 

We therefore take 
Hf=h+tf (3) 

as our anharmonic interaction. The basic Feynman 
diagram is Fig. 1 and the time-reverse of it, and we have 
essentially defined a Lee model8,9 of the anharmonic 
crystal. 

The total Hamiltonian for this model is 

H=H0+H', (4) 

where Ho is the harmonic Hamiltonian 

s 

ns = as
fas. 

II. EIGENSTATES AND EIGENVALUES 

The ground state of H is the same as that of Ho, and 
the one-phonon states are identical too. It is only when 
we get to the one localized mode state and the states 
containing two phonons that the effects of Hr begin to 
be felt. 

We therefore consider the localized mode state, which 
is mixed by H' with two phonon states, and let 

*=C*$*+ECim$im , (5) 

where the Cs are constants subject to a normalization 
condition 

| C * | 2 + £ | C ^ | 2 = 1 , (6) 
lm 

8 T . D. Lee, Phys. Rev. 95, 1329 (1954). 
9 V. Glaser and G. Kallen, Nucl. Phys. 2, 706 (1956). 

and 
$k=ak^0, (fJ) 

with <i>o the ground state, and k always referring to the 
localized mode, /, m to phonons in the quasicontinuum. 

By requiring that Eq. (5) be an eigenstate of H with 
eigenvalue E one immediately obtains 

(E-ek)Ck = 2^ZBjciJClm, 

( E — eimjClm— 2ll2BklmCk , 

where ek and eim are eigenvalues of Ho with $k and $im, 
respectively. Therefore unless E happens to coincide 
with one of the e^'s or Ck vanishes we must have 

lm E—eim 

which has as many solutions E=E\ as there are terms 
in the sum, plus one. Equation (9) is very similar to 
that obtained by Glaser and Kallen9 in their investiga­
tion of a Lee model8 for an unstable particle. A graph 
of the right- and left-hand sides of Eq. (9) appears in 
Fig. 2. The intersections define the set of eigenvalues E\. 

Certain features of Fig. 2 deserve comment. One is 
that for a given size crystal it is always possible to have a 
single negative eigenvalue E\ for the anharmonic coef­
ficients Bkim large enough. However, because as it is 
defined in Eq. (1) Bkim should decrease as N~112 in order 
to correspond with Eq. (2) with C«y independent of N; 
the point of appearance of the negative eigenvalue as 
a function of anharmonic-force strength will be inde­
pendent of crystal size for large crystals. The negative 
eigenvalue appears only for very large Bkim. Its exist­
ence is due to the fact that our Hamiltonian is not posi­
tive definite. Another feature is that an eigenvalue 
pops up out of the quasicontinuum, reminiscent of the 
appearance of the localized mode in the harmonic case. 

FIG. 2. Graphical solution of Eq. (9). The lowest asymptote 
will generally be at an energy of order foo^/iV, the highest slightly 
below 2%O)L, where a>z, is the maximum phonon frequency. 
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This state appears at a smaller, but still unphysically 
large, value of the anharmonic coupling. Like the 
negative eigenvalue, the critical-coupling parameter at 
which the positive energy state appears becomes in­
dependent of crystal size for large crystals. 

III. COMPLETENESS 

Since it is our purpose to study the evolution of the 
localized mode state as anharmonic forces are intro­
duced, it behooves us to be sure that the set of states 
given by Eqs. (5) and (8) really spans that part of the 
Hilbert space which can be reached by operating 
repeatedly with the anharmonic Hamiltonian on the 
harmonic localized mode state $&. To do this it is suf­
ficient to show that 

X Im 
(10) 

where ^x is an eigenfunction of the Hamiltonian [Eq. 
(4)] with eigenvalue Ex [a root of Eq. (9)], and which 
has the form of Eq. (5). The calculation is straight­
forward and proceeds as follows. Upon substitution of 
Eq. (5) into (10), we obtain 

L *x*x+ = £ Cfc(A)CV (A)<^fct 
X X 

+ Z Clm(\)ClJ(\)$in&ln? 
Im 

+ z ; Ci>m>(\)Cij(\)$i>m>®ij 

Vm'9^lm 

Im 

+ E C h ( X ) C i
, W $ . A t , (11) 

Im 

and illustrate by calculating the coefficient of $*$*.*. 
We introduce a function Ck(E) of the complex 

variable E, which has the property that it coincides 
with Cfc(A) at E=E\, and is analytic in a small region 
surrounding each E\. Then 

x 

where 

and 

2m Jo 
Ck(E)C,;(E)d\nD(E), (12) 

D(E) = E-ek-F(E), 

F(£) = 2 E -
'klm] 

Im E— €l 

(13) 

(14) 

The contour C encircles the roots of D(E) in a counter­
clockwise sense, and excludes any singularities of Ck(E). 
Equation (12) follows from the fact that the eigenvalues 
E\ are the roots of D{E). Now, from Eqs. (6) and (8) 
we see that to within a phase factor 

has the properties we require for Ck(E)y and therefore 

(16) 
X 

1 r dE 
CJb(X)Cibt(X) = — / = 1 , 

2wiJcE-ek-F(E) 

which follows by expanding the contour to an infinite 
circle. Using some care in excluding the singularities 
of the C's, the other coefficients in Eq. (11) can be 
similarly shown to be unity or to vanish, and Eq. (10) 
follows. 

IV. LIFETIME OF LOCALIZED MODE 

If we imagine that in the anharmonic crystal we can 
somehow excite the harmonic localized mode, its life­
time may easily be calculated. To do this it suffices to 
calculate 

(*(O),*(0)= (**,*(<)), (17) 
with 

^ ( 0 = LCtX)^xer«x«> (18) 
x 

and the Cs chosen so that 

¥(0)=**. (19) 

Equation (19) implies that 

C(X) = C*t(X), (20) 

and the scalar product of Eq. (17) is easily seen to be 

(*(0) 
1 f 1 

,*(<)) = — / e-iEt dE 
2wiJc E-ek-F(E) 

(21) 

C*CE) = [l-.F'CE)]-1/ : (15) 

Because of the presence of the exponential we can't 
evaluate the integral as easily as before, and must 
carefully study the denominator in the integrand. 

If we are interested in times short compared to the 
longest periods of vibration of the crystal, then we may 
as well consider the infinite crystal. Therefore, we study 
the behavior of F(E) in the limit N —>°°. It will become 
an integral 

F ( £ ) = / (22) 
Jo E-e 

with p(k,e) real and positive, of form similar to that 
encountered in many fields, but in particular in the 
theory of lattice-vibration spectra. F (E) has acquired a 
cut in the locus of the poles it had before N —>oo ; the 
poles, in other words, have become dense along the real 
axis from 0 to 2ho)L- By analogy with similar integrals 
which have been calculated in other connections, we 
can sketch (Fig. 3) the real and imaginary parts of 
F(E—i8), where 8 is an infinitesimal positive number. 
The qualitative features of Fig. 3 which are certainly 
independent of the crystal model used are the general 
behavior of the real part for E<0 and E>2fio)L; the 
fact that the imaginary part is positive for 0<E<2fro)L 

and vanishes outside this range, and the rapid increase 
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FIG. 3. Real (a) and imaginary (b) parts of F(E—i8) for 
N —> oo. The dashed line in (a) is E— e&. Notice that, in this model, 
for a very large anharmonic term, the localized mode (defined now 
by the intersection) is an eigenstate, since then the imaginary 
part of F vanishes. For a realistically small anharmonic force, 
however, the intersection will not be far removed from e*. 

in general of the absolute values of the real and imagi­
nary parts of F(E) as E increases from 0 to 2ho»L. This 
latter follows from the rapid increase of the density of 
states of two phonons which is a factor in p(k,e). 

D(E) and hence the denominator of the integrand of 
Eq. (21) can never have any roots but real ones, be­
cause of the Hermiticity of the Hamiltonian. We can 
therefore contract the contour around the cut and obtain 

(tf(0),¥(0) 

1 r**»L h(E)dE 
= - I e~

iEt (23) 
IT J lE-ek-g(E)J+h*{E)' 

where we have set 

F(E-i8) = g(E)+ih(E). (24) 

The form of Eq. (23) is such that if h(E) is small and 
g(E) is slowly varying in the neighborhood of Eo where 
EQ is chosen such that 

E o - e ^ - s C E o H O , (25) 

then it becomes approximately 

(* (0),¥ 00) = e~iE^e~Ttl2 (26) 
with 

T/2 = h(Eo) = 7rp(k,Eo). (27) 

This is the same result which would be obtained from 
first-order perturbation theory, except there E 0 would 
be replaced by €&. To obtain a numerical answer from 
Eq. (27) one needs first to find out what Bum is implied 
by a reasonable form of C# in Eq. (2); this is not a 
trivial task because it involves finding the eigenvectors 
of the secular matrix of the imperfect harmonic crystal. 

V. CALCULATION OF F(E) 

We shall now take a simple model for the harmonic 
crystal with a single impurity, for which we already 
know the eigenvectors,10 and calculate F(E) as expressed 
in Eq. (14). 

io W. M. Visscher, Phys. Rev. 129, 28 (1963). 

A simple and perhaps fairly reasonable form for the 
anharmonic energy is 

H'=b(xQoo—#ioo)3—&(#ooo—#-ioo)3, (28) 

where ##* is the displacement in the x direction of the 
atom in the (ijk) simple cubic lattice site from its equi­
librium position. In the model that we are using mo­
tions in the 3 Cartesian direction are independent and 
separable, so Eq. (28) represents a general central 

c cubic anharmonic interaction between the impurity at 
> (000) and its nearest neighbors. For positive b, Hr gives 
\ rise to an extra repulsion for small interatomic distances, 
, an extra attraction for large ones. I t can be thought of as 

representing a physical situation where the impurity 
is a misfit in an otherwise perfect harmonic crystal. 

If we now expand ##& in terms of the creation-an-
; nihilation operators as\ as according to 

8 S 

(where the sum is over the normal modes of the im-
L perfect harmonic crystal) and substitute into Eq. (28), 
i we can pick out the terms having the form of those 

contained in h [Eq. (1)]. 

h = 3b 22 L(^.ooo—CMoo)(Cm,ooo—COTlioo) 

l,m 

~ (CVooo-~w,_ioo)(Cm,ooo~Cw,_ioo)j 

X (Cfc,ooo+—CkM>J)afaJah- (30) 
Here, as before, I and m refer to normal modes in the 
quasicontinuum of the imperfect harmonic crystal 
(phonons), and k refers to the localized mode. 

In arriving at Eq. (30) we have made use of the fact 
that the localized mode is always an even excitation of 
the lattice about the impurity position, i.e., C^ioo 
= C/b,-ioo. If we were to use boundary conditions such 
that the phonons, too, are either even or odd with re­
spect to the impurity position, then the contributions 
to the sum in Eq. (30) will have (/ even, m odd) or 
(/ odd, m even). Thus 

Bklm^ 6b(Cl,Q00 — Cl,lOQJ (Cm,-100 — CTO,loo) 

• (CVooo1"—Ck.iootyaflanJdk (31) 

for I corresponding to an even mode; Bkim vanishes 
otherwise. 

Specializing now to the case of a mass impurity (no 
change in the harmonic forces connecting the impurity 
to its neighbors) we can calculate the C?s. 

Equation (50 of Ref. 10 may be written 

%ijk*==gijk,.ooo*dfiM82%ooo*, (32) 

where gs=g(us
2) is given there in Eq. (237), and 5ju 

is the difference between the impurity and host mass. 
Equation (32) implies that the frequencies of the normal 
modes for which the displacement of the impurity atom 
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does not vanish are given by the roots of 

gooo,ooo%cos
2=l, (33) 

and that the C's of Eq. (31) satisfy 

Cs>a= (gaOS/gOOS)Cs,0 (34) 

for the even modes, and for the odd modes the C's are 
the same as for the perfect crystal. In Eq. (34) we have 
denoted the triplet (ijk) by a. For the even modes, then, 
a complete specification of the C's awaits only a normal­
ization condition, which, upon requiring that 

\_pct)%af _\ " 

and 

can be straightforwardly shown to be 

(35) 

(36) 

\C . ) , 
5/x 

E (gV)2+-(goo*)2 (37) 

(38) 

h 
. . . ( 

2cosiu 

Then, if we use the fact that 

goos—gio*= 2(cofi/coz,)2goo*+ (2/fJLUL2), 
which can be verified from the forms of the g's given in 
Eq. (250 of Ref. 10, Eq. (31) can be rewritten 

|5 J fcim | s=(2«)2(M
//M)4*4/4 |C* fo|2 |C I fo|2 

X\Cm,i~Cm,-i\2, (39) 

where /x' = ju+5jii and 1~O)I/OL, k = oik/o}L, and where m 
refers to an odd mode in which the impurity is located 
at a node. I t then follows that Cm,a is not different from 
that for the perfect lattice, and therefore 

IC m,l" ^ w i , - 1 :(V2/xiVcom)4sinV,m, (40) 

where N is the number of atoms in the crystal and <px
m 

is the x component of the wave vector of the mth. 
phonon. 

We are now in a position to write down an integral 
form for the sum in F(E), Eq. (14). The sum over / 
can be replaced by an integral as follows: 

Z | C u > | 2 -
I 2m J c 

h do) i2 

2o)i (gool)~l—d(JLO)i2 

h 

2iry Jo 
dmG{l), (41) 

where the contour encircles the zeroes of the denomi­
nator in the range 0<o)i<o)L, and the second step is 
achieved upon taking the limit AT—><*> and contracting 
the contour about the cut which then appears from 0 
to COL. 

Imgool(o)i2—ie) 
G(Z) = 2 7 , (42) 

( l - W R e g o o 0 2 + ( W I m g o o z ) 2 

FIG. 4. Real and imaginary parts of 27goo(co). 

and 7 is the harmonic force constant. The sum over m 
can be similarly expressed : 

h 

m 2fxNcom 2iry 
do)mGa(m) 3 

where 

Go(m) = 27 Imgoo(wm
2—ie). 

(43) 

(44) 

Now, if we take E to be removed from the real axis, we 
can write 

/24&ftwi; 
F(E) = 2( 

\ 7T7 

•1. 

k*\Ck 

dldmlAG(l)Go(m) <sinV*w> 

E— ei— em 

(45) 

where the bracket denotes an average over all modes 
with energy €?». The dimensionless function G(l) has 
been calculated numerically in Ref. 10; its shape for 
various impurity masses is exhibited in Fig. 9 of that 
paper and Fig. 4 of the present paper shows the real 
and imaginary parts of goo. | Ck,o |2 is, as can be seen from 
Eq. (29), just the contribution of the localized mode to 
the mean-square displacement of the impurity; this 
has also been calculated in Ref. 10. We can, semi-
quantitatively, identify 

bCk,o/y=r (46) 

as the ratio of the anharmonic potential energy of the 
impurity atom to its harmonic energy when the local­
ized mode is excited. 

The imaginary part of F(E) , according to Eq. (27), 
is equal to the half-width of the localized mode line. 

2ha>L 
T/2 = h(E) = (24r)2 a 

•f d//4G(OG0(— A / s i n v / - — A V (47) 
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An approximate numerical integration11 for the case 
where E=1.12foooL, which is the harmonic localized 
mode energy for this model if //=0.5 ix, yields the result 
that the integral in Eq. (47) is about 5X10~3. For this 
case, then, we find 

r / 2 ~ 0 . 2 W 2 . (48) 

Because of the fact that r is identified with the an-
harmonic interaction of an isolated impurity atom with 
its neighbors, it is difficult to make a numerical estimate 
for it. The usual parameter of anharmonicity, the 
Griineisen constant,12 is measured for interactions be­
tween atoms of the host crystal. But if we associate 
these quantities with each other, we find that a reason­
able Griineisen constant (of the order of unity) for a 
crystal implies that r for the force between each atom 

11 An analytic approximation can be made in the limit of small 
impurity mass. 

12 See, for example, P. G. Klemens, in Solid State Physics, 
edited by F. Seitz and D. Turnbull (Academic Press, Inc., New 
York, 1958), Vol. 7, p. 1. 

I. INTRODUCTION 

ENERGY bands have been calculated for a 
majority of the elements in the iron transition 

series using the augmented plane-wave (APW) 
method.1,2 While the present results are preliminary in 
nature and not in any sense complete, they may be of 
some interest to experimentalists and theoreticians who 
are concerned with the electronic structure of the 
transition-series elements. The present results represent 
energy bands for three different crystal structures, with 
a variety of lattice constants. Despite the detailed dif­
ferences that are imposed by symmetry requirements 
and variations in lattice constants, the results suggest 
some interesting and rather clear-cut trends in the band 
structure of these elements as one proceeds through the 

* This work was supported by the National Science Foundation. 
f Presently employed at Bell Telephone Laboratories, Incorpo­

rated, Murray Hill, New Jersey. 
1 J. C. Slater, Phys. Rev. 51, 846 (1937). 
2 J. H. Wood, Phys. Rev. 126, 517 (1962). 

e and its nearest neighbors is of the order of 10~2. There-
I fore, from Eq. (48) we see that the order of magnitude 
t of the ratio of the half-width to energy of the anhar-
s monic localized mode is 10~4. Within the limitation of 

the calculations, this result is not in disagreement with 
v the widths obtained in the references cited above.6 No 
' careful quantitative work will be done here, because we 

do not believe the model we use to be realistic enough to 
i warrant it. The significance of the present work lies 
3 more in the form than in the magnitude of the answers. 
i The real part of F(E) is just Eq. (45) with the inte­

gral replaced by a principal value integral. It will be of 
i the same order-of-magnitude as the imaginary part; 
- hence the shift of the localized mode (downward in 
i energy for frequencies close to the phonon cutoff) is 
L comparable to its width. 
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transition series. These calculations lend some support 
to the rigid band model for the transition series. They 
support the hope that systematic studies of the band 
structure of the transition-series elements can provide 
useful qualitative, and perhaps quantitative, informa­
tion concerning their electronic structure. 

As in all calculations involving d electrons, the results 
are sensitive to the choice of potentials. The crystal 
potentials used in these calculations were all constructed 
in an analogous manner, and were approximated by a 
superposition of atomic potentials. The method involves 
the use of Hartree-Fock solutions to the corresponding 
atomic problem3 and the free-electron-exchange ap­
proximation.4 The details of this method for construct­
ing approximate crystal potentials have been described 
earlier,5 though a brief resume is presented in Sec. II of 

3 R. E. Watson, Phys. Rev. 119, 1934 (1960); R. E. Watson 
and A. J. Freeman, Phys. Rev. 123, 521 (1961). 

4 J. C. Slater, Phys. Rev. 81, 385 (1951). 
6 L. F. Mattheiss, Phys. Rev. 133, A1399 (1964). 
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Energy Bands for the Iron Transition Series* 
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Preliminary energy-band calculations for elements of the iron transition series have been completed 
using the augmented plane-wave method. The results include plots of energy as a function of wave vector 
along a line of symmetry for elements crystallizing in the face-centered cubic (Ar, Co, Ni, Cu), body-
centered cubic (V, Cr, Fe), and hexagonal close packed (Ti, Zn) structures. These results indicate the 
presence of systematic trends in the band structures for the various elements and provide some justification 
for the application of the rigid band model to transition metals and their alloys. 


